
NATIONAL AERONAUTICS AND SPACE ADMINISTRATION 

NASA Contract NASr - 2 17 

A STUDY OF INJECTOR SPRAY CHARACTERISTICS 
IN A SIMULATED ROCKET COMBUSTION CHAMBER 

INCLUDING LONGITUDINAL MODE PRESSURE 

OSCILLATIONS 

Technical Report No. 730  

Department of Aerospace and Mechanical Sciences 

Prepared by : D ! J L A  
Dennis A .  Gary 0 
Assistant-in-Research 

Approved by: 

Robert H. Goddard Professor 
of Aerospace Propulsion 

and 

Senior Research Enginee 4 David T. Harrje 

Reproduction, translation, publication, use and disposal in whole or 

part by or for the United States Government is permitted. 

June 1966 
Guggenheim Laboratories for the Aerospace Propulsion Sciences 

PRINCETON UNIVERSITY 
Princeton, New Jersey 



5 

1 .  

1 .  

I . .  

-1- 

I. SUMMARY 

Thirty-five (35) sets of number size droplet counts were taken. 
0 These data were obtained from various 90 

ent pressures up to 100 psig and pressure drops across the injectors of 

up to 100 psia. 
pressure and oscillating pressure with peak-to-peak values which were 5% 
of the mean ambient pressure. The distributions were compared by repre- 

sentative curves which had been fitted to the data. 

impinging jet injectors in ambi- 

Further, they were conductcd in both constant ambient 

In any such comparison of number size data the variations in 
the total count of drops necessitates a conversion of the count data from 

absolute values to a percentage of the total count. Thus, just as the 
sum of these percentage counts must be unity, t5e integral (mer all pos- 

sible values of diameter) of any representative curve must also be unity. 

If this "normalizing condition" is not satisfied, the constants of the 
equation are more like those of any algebraic equation which can be fitted 

to the data rather than representing the data and bearing a physical 

significance. 

Satisfying this condition is the task of the constant, K , in 
the most general form of the distribution equations: 

- dN = 0~ f ( D )  (1.1) dD 

Knowing the limits of N (0 t o  1 since it is a percentage) and of D (0 to 
00 or some upper limit) the value of oC can be obtained by numerical 

integration. In only one of the three representative curves considered 

(the so-called Nukiyama Tanasawa) is this integration analytic. 

Because of its analytic evaluation of OC and the fact that it 

has cnly one curve fitting constant, the Nukiyama Tanasawa Equation could 

be fitted to the data by an iterative method. 

sentative curves (log probability and upper limit probability) were found 

to be fitted to the data more easily by simple trial and error. Thus, 

computer programs were written to achieve these fits by the respective 

methods. 

However, the other two repre- 
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Although all three distribution equations were found to 

successfully fit the data, the upper limit probability equation was 

found to be most satisfactory for two reasons. First, its constants 
and parameters are easily interpreted in terms of their effect on the 

curve shape. Secondly, it was possible to predict the actual 

the spray more accurately than the other curves because it is a more 

realistic fit with counts only up to a certain maximum size. 

of D30 

The data from the test runs was fitted by the upper limit 

probability curve and then analyzed. The results found no changes in 

distributions which were dependent upon the operating conditions. 
only differences which were found were attributable to a population 

density wave phenomenon which was found. 

that observed by other investigators it was of a much lower frequency 

(100 cps compared to 2000 or 3000 cps). 
such a long wave length (3  1/2") that the photographs from which the 

distributions were taken corresponded to dense and rarified sections of 

the wave. It was these photographs which showed the differences in the 
shape of the drop size distributions. 

The 

While similar in nature to 

This low frequency resulted in 
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IV. SlMBOL TABLE 

a = The normalizing constant of the conventional probability 
equation. 

A = The normalizing constant of the Nukiyama-Tanasawa Equation. 

oc = A general representation for all normalizing constants. 

b = The normalizing constant of the log probability equation; 
a dependent constant. 

B = The Y intercept of a linearized curve distribution. 

C 

C 

= The normalizing constant of the upper limit probability 
equation. 

= An exponential constant; the only independent constant in 
the Nukiyama-Tanasawa Equation. 

'd = A standard deviation constant; one of two independent 
constants in the upper limit probability equation. 

d = The differential operator. 

D = The diameter of droplets. 

Df 
= The droplet diameter for which a camera's depth of field 

equals the spray width. 

= Injector jet diameter. Di 
D,, DlO, etc.= Characteristic diameters (defined Section VIII, "Characteristic 

Dime t er s") 

= The maximum diameter or upper limit diameter; one of two 
independent constants in the upper limit probability equation. DM 

= The diameter at the modal point of a curve distribution. Dmode 

d- = A standard (or average) deviation; one of two independent 
constants in the conventional probability equation. 

A = The incremental operator. 

e = The natural logarithm base = 2.71828. 

E = The total square error between a point and curve distribution. 

€ A graphical area error between a point and curve distribution. = 
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X 

A general representation for all distribution functions, 
excluding the normalizing constant,& . 
The aperture diameter in a camera lens. 

The slope of a linearized curve distribution. 

The constant which is assumed to linearily relate the 
circle of confusion to droplet diameters. 

Total number of points in a real point distribution. 

Total number of droplets in an imaginary characteristic spray. 

An average diameter constant; one of two independent constants 
in the log probability equation. 

The actual count of droplets of  diameter 

The percent of the total number of droplets which have 
diameters less than or equal to D 
The circle of confusion. 

Dk ; integer values only. 

k' 

One of two parameters of the Nukiyama-Tanasawa Equation. 

The chamber pressure, psi. 

3.14159 

One of two parameters of the Nukiyama-Tanasawa Equation. 

The percentage of the total volume of droplets which have 
diameters less than 

Liquid density. 

Dk ' 

The only parameter in the upper limit probability equation. 

The object distance from a camera. 

The depth of field of a camera on an object. 

A standard deviation constant; one of two independent constants 
of the log probability equation. 

Velocity of injector jet. 

- a defined simplifying substitution. A Ni 
h Di 

Longitudinal distance downstream of injector. 

S 

. 
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X = The transformed I) variable in a linearized distribution. 

Y = C Dq = an integration substitution. 

dN or - variable in a linearized distribution. = The transformed - dD A D  Y 

Z = The magnification of a camera system. 

CONVENTIONS 

-x n-1 = x dx = The complete gamma function of n. 

II J G  

z(no limits) = 

dN (no limits) 

dD (no limits) = 

s 
s 

. 
I 
' 8  
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V. INTRODUCTION 
c 

The investigation of characteristics of liquid sprays has a 

long history in engineering and particularly in the study of combustion. 

Much of the earliest work was directed toward the fuel injection and 

combustion of internal combustion engines.' More recently these efforts 

have been directed to the combustion processes in liquid rocket engines. 

Here at Princeton there is a research effort in liquid rocket 
2 combustion instability in which studies of this nature are of importance. 

In particular it is desirable to determine whether a mechanism exists 
which couples spray characteristics with acoustic chamber pressure oscil- 

lations. If such a mechanism can be shown to exist then perhaps a theo- 

retical injection model can be constructed which will aid in the predic- 

tion and thus avoidance of unstable injection configurations. 

Though obviously the ideal testing procedure would be to con- 

duct the tests on an actual rocket engine, the high temperature, high 

pressure and combustion luminescence create rather severe experimental 

problems. 
conditions. The expense and problems associated with such tests, however, 

make it desirable to be able to obtain similar data from a simulated 

cold flow chamber. 

In spite of this, some work has been done under actual rocket 

The sophistication of such cold flow devices can vary from a 

simple atmospheric spray to a geometrically similar, pressurized "combustion 

chamber" with an imposed flow of gas. The pressurization of such a chamber 

is intended to duplicate the densities of the combustion gases of an actual 

rocket chamber while the flow of gas is intended to simulate the generation 

of these cornbustion products. 

can be achieved by exhausting the gas through a siren such that resonant 

acoustic waves are set up in the chamber. 

The simulation of combustion instability 

The experimental part of this work was done on a chamber which 

does include pressurization, imposed gas flow and optional siren exhaust 

in its simulation. 



-9 -  

. 

I .  

* 

The two spray properties which were studied in this work are 

the number size distribution and characteristic diameters. The distri- 

butions are significant in combustion processes since the energy released 

and its rate of release from any one fuel are both functions of the size 

of the droplet. 
droplets (i.e. the combustion characteristics of a spray) will vary from 

one distribution to another depending on the number and sizes of droplets 

in the spray.4 For the same mass of propellant the increased surface area 

provided by a droplet distribution containing a proportionately greater 

amount of the smaller droplets naturally results in a more rapid burning 

rate. 
both steady and unsteady combustion. 

Thus, the combined effect on combustion of a group of 

The location of this combustion as well as the gradient influences 

Along with number-size distribution studies in the past an 

associated curve fitting technology has developed. 
tions have been suggested and used to represent the data. l ~ ~ , ~  

curves serve as an analytical representation of the spray characteristics, 
and when properly determined can relieve the problems associated with data 

scatter and thus provide, from the associated constants, an improved phys- 

ical model of distribution variations. 

and the methods of fitting them to the data is covered in this work. 

more, an evaluation of the success of the representation of a real point 

distribution by each o f  the representative curve distributions is presented. 

Several different equa- 
These 

A complete review of these equations 
Further- 

For the reader's benefit this work is divided into 10 roman num- 
bered "sections" some of which are subdivided into titled "topics". 
of these are listed in the table of contents (Section 11). 

to preceding or following topics refer to those within the section unless 
otherwise stated. 

integer referring to the page number and the decimal referring to the 

specific equation OR that page. 

All 

References 

The equations are numbered for quick reference with the 
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V I .  EXPERIMENTAL APPARATUS 

A s  i n  most experimental  i n v e s t i g a t i o n s  the  apparatus  used i n  

t h i s  work can conveniently be divided i n t o  two p a r t s :  1) t h e  t e s t i n g  

f a c i l i t i e s  and 2) t h e  recording apparatus.  I n  t h i s  case t h e  t e s t i n g  

f a c i l i t i e s  include a cold flow chamber which is  designed t o  s imulate  

condi t ions w i t h i n  a combustion chamber, t h e  a s soc ia t ed  gas and l i q u i d  

flow systems which feed t h e  chamber and t h e  s i r e n  exhausting system used 

t o  produce the  p re s su re  o s c i l l a t i o n s  i n  t h e  chamber. The recording 

apparatus includes t h e  va r ious  cameras which t ake  t h e  a c t u a l  d a t a ,  t h e  

associated l i g h t i n g  systems, t h e  flow metering devices  f o r  both t h e  gas 

and l i q u i d  i n j e c t e d  i n t o  t h e  chamber and f i n a l l y ,  t h e  system f o r  recording 

t h e  chamber condi t ions when t h e  photographs are taken. 

t h e  t e s t i n g  chamber, t h e  camera and t h e  l i g h t i n g  system is  shown i n  

F igu re  1. 

A photograph of 

Tes t ing  F a c i l i t i e s  

A schematic of t h e  simulated combustion chamber appears i n  

F igu re  2 and a photograph of t h e  chamber from t h e  same angle  fol lows i n  

Figure 3 .  It i s  a 6.127" ( i . d . )  h o r i z o n t a l  c y l i n d r i c a l  chamber with a 

6%'' long t e s t  s e c t i o n .  Mounted on each s i d e  of t h i s  t es t  s e c t i o n  are 

t h r e e  p a i r s  of qua r t z  windows al igned t o  g ive  a 1" c i r c u l a r  view perpen- 

d i c u l a r  t o  and through t h e  chamber a x i s  a t  t h e  p o i n t s  1/2", 2 1/8", and 

3 3/4" downstream of  t h e  i n j e c t i o n  end. 

p l e x i g l a s s e c t i o n  of i d e n t i c a l  i n t e r n a l  geometry. By s e l e c t i n g  v a r i o u s  

l eng ths  f o r  t h e  p l e x i g l a s s  s e c t i o n  t h e  o v e r a l l  l eng th  and hence l o n g i t u -  

d i n a l  resonant frequency of t h e  chamber can be v a r i e d .  

13" chamber length with an a s soc ia t ed  frequency of 530 cps w a s  used i n  

t h e s e  t e s t s .  

Next t o  t h e  tes t  s e c t i o n  i s  a 

However, only a 

The i n j e c t o r  (o r  p a i r  of i n j e c t o r s )  w a s  mounted i n  t h e  c e n t e r  

of one end of t h e  t e s t  s e c t i o n .  All of  t h e  i n j e c t o r  elements t e s t e d  were 

of a similar design (Figure 4)  and have been used i n  o t h e r  phases of t h e  

i n s t a b i l i t y  r e sea rch  which inc lude  rocke t  tes t  f i r i n g s .  

l i ke -on- l ike  impinging j e t  i n j e c t o r s  ("doublets") w i t h  o r i f i c e  diameters  

They are 90' 

. 
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of .040, .059, .120, and .170 inches. In addition to these single 

doublets, a pair of .059 doublets 1/4" apart were also tested. Since 
impinging jet spray fans are not symmetrical, a choice had to be made 

on the relative fan positions. 

that their major axes were colinear, referred to as zero spacing in 

Reference 2. 

The elliptical fans were placed so 

Originally the inlets for the nitrogen gas used in simulating 

the combustion products were spaced around the injector. However, early 

attempts at gathering data soon revealed that the windows were not 

sufficiently protected from the spray to keep them dry enough for photo- 

graphic purposes. As a result, the injection of nitrogen was redesigned 
to use a circumferential slot which directed flow radially across the 
window surfaces 

This method proved quite successful with only limited problems remaining 

on isolated tests on the furthest window downstream. The use of side 

injection of nitrogen into the resonating chamber also may have helped 

to simulate the generation of combustion products from adjacent injector 

elements. 

before the nitrogen entered the resonating chamber. 

The nitrogen came from a 1600 psi supply line and cooled signi- 
ficantly when expanded into the chamber. Thus, before being injected 

the nitrogen had to be heated through a hot water heat exchanger. 

not only kept the expanding gas from dropping the chamber temperature 

below 32OF possibly forming ice in the photographic view, but also pre- 
vented external condensation from fogging the chamber windows. 

chamber temperatures were in the neighborhood of ambient temperature. 

This 

Operating 

The nitrogen was exhausted through a six hole siren in the 

exhaust end of the chamber. 

open, while during oscillating pressure runs it was driven by an electric 

motor through a varidrive which allowed the selection of the frequency of 

oscillation. The resonant frequency was determined by monitoring a pres- 

sure transducer output on an oscilloscope and adjusting the varidrive to 

maximize the pressure oscillation amplitude in the chamber. A seventh 
nitrogen outlet was added in order to keep the total gas flow constant 

during comparable runs under steady-state and oscillating pressure 
conditions. The size of this outlet was controlled by a hand valve. 

For steady-state runs the siren was clamped 
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This outlet did not feed through the siren and therefore had to be used 

exclusively in steady-state runs. 

area. However, since the gas flow rate through each of the other ex- 

hausting outlets is greater while the siren is clamped open (for steady- 

state) than when it is running, fewer outlets are needed for the same 

total flow rates during the steady-state runs than for the oscillating 

pressure. Therefore, several exhausting outlets had to be closed after 

the oscillating pressure runs and before the hand valve was used in the 

steady-state runs. This was accomplished by inserting aluminum plugs 

into the entrances to the outlets. 

This made a greater total exhaust 

Thus, in any pair of test runs it was necessary to run the 
oscillating pressure test first. During these runs a number of exhaust 

holes were open, the siren was running and the gas flow was measured. 

Then, after some of the exhaust holes were plugged and the siren clamped 

open, the steady-state tests were run using the hand valve outlet to 

adjust the nitrogen flow rate to that measured during the oscillating 

pressure run. The gas flow rate was a function of the chamber pressure 

and the number of holes left open for the initial siren run. A minimum a 1  

gas flow was necessary to keep the windows clean. The attainment of 

evenly distributed exit area was also considered. These factors resulted 

in the selection of four holes open for the siren runs. Subsequently, I 

three holes open plus the valved outlet were needed for the steady-state 

runs. 

# 

, 

A l l  of the water entered the chamber from a nitrogen pressur- 

ized tank through the injector. It was then exhausted through a hole at 
the siren end and near the bottom of the chamber. The tank had a pressure 

limit of 500 psi and a capacity of 25gallons. 

adequate for the data taken. However, for the larger injectors the tank 

had to be refilled after each 2 or 3 minute test run. 

Both of these values proved 

Recording Apparatus 

The camera was simply a 41" tube with a f-3.5, 200 mm lens 
mounted at one end and a Beattie 70 mm automatic film advance cartridge at 

the other. With the lens focus fixed at and the lens to film dis- . 
tance invariable, a constant magnification was obtained for all photographs 

L " 
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(5.2 times . Furthermore, with this arrangement the precise distance ' 

from the lens to the point of best focus was fixed and easily obtained. 

A slide of glass spher?s (covering a range of sizes similar to actuai 

droplet diameters later photographed) was prepared and mounted in the 

center of the chamber. By photographing these spheres through the test 

section windows (which alter the effective lens to object distance) the 

location of best focus for the spray centerline was found. Subsequent 

placement of the camera forward or backward would then give data for 
any desired spray location relative to the centerline. 

Furthermore, by mounting a gauge micrometer on the camera and 
taking photographs of the glass spheres at incremental distances from 

the centerline best focus location, the depth of field calibration of 

the camera was obtained. 

The choice of the final value of magnification of the camera 

For a given film system was based on a compromise of several variables. 

grain size, as the magnification increases smaller and smaller objects 

(in these case droplets) can be recorded. However, there are three limi- 
tations to the maximum magnification. 

The first comes from a consideration of the inverse relationship 
between depth of field and magnification (Section V I I ,  Equation (19.4)). 

For larger magnifications, if the depth of field becomes too small, the 

number of photographs which must be taken to obtain a large enough droplet 

count becomes excessively large. This leads to cumbersome and time 

consuming dark room and data reduction work. 

a serious problem, it does have further implications which are discussed 

in Section VII. 

Although this did not become 

The second limitation arises from the need to maintain proper 

expsure. As the magnification increases so soes the distance between 

the lens and film, and therefore, the exposure necessary for the same 

photographic quality. Since the time of exposure is determired by the 

speed necessary to stop the mtion of the droplets, this limitation is 

really dependent upon the light source intensity. 
films the magnification used would have earily fit within the exposure 

limits. However, based on the film chosen for this work (see next page) 

the magnification used was nearly the maximum possible and couldn't have 

been significantly increased without additional problems. 

0 

With sufficiently fast 
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.. 
The most important limitation concerned the overall size of 

the camera system. 

is of relatively limited space. Since the other two limitations were 

not critical the camera size (and hence magnification) was designed to 

make the most convenient use of the space available. 

The test laboratory which houses the entire apparatus c 

The final magnification selected was 5.2 times normal size. 
This proved to be adequate in resolving lopdiameter droplets which were 

sufficiently small to reveal the distribution characteristics of all 

injectors studied. However, similar studies on smaller injectors (e .g.  

.020") may necessitate even greater magnifications. 

The choice of film and development was dependent upon photo- 

graphically satisfying two conditions. The droplets have to be photo- 

graphed 1) under lighting conditions which vary with different optical 

spray depths and 2) with sufficient contrast to quickly and accurately 
permit measurement of a droplet image from the resulting photograph. 

Since films with high contrast have, in general, small exposure latitudes, 

these two conditions cannot be satisfied by the choice of film alone. 

Therefore tests were conducted to determine the optimum film-developer 

combination. The final procedure used Kodak Plus-X Portrait Film (because 

of its fine grain and wide exposure latitude) developed in Kodak D - 8  

developer (providing high contrast). 

to a final magnification of about 30 on Kodak Polycontrast A paper. 

Although a number four filter would seem to be appropriate for this work 

to obtain added contrast, it was found that sufficient contrast had already 

been obtained by using the D-8 developer and that adding the filter to the 
printing process gave little if any improvement in contrast. Because of 

the longer exposures needed with the filter it was decided to save darkroom 

processing time by using no filter ("0" grade paper). 

The negatives were then enlarged 

Since direct photography was used, as opposed to shadowgraph or 
Schlieren technique, the lighting system did not need to be collimated. 

However, as mentioned above, because of the long focal length of the 
camera, care had to be taken to obtain the maximum light for the exposure. 

The light source that was finally decided upon used the spark 

from a 15 kv capacitor discharge of about 1 microsecond duration. The 

. 
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light was concentrated into a diffused beam bv placing tile spark near 

the focal point of a single element acromatic lens. 
through the spray and directly into the camera lens. 

of the droplets, combined with the photographic processes previously 

discussed, provided excellent photographic contrast. The duration of 

the spark and therefore of the exposure is sufficiently short to stop 

all droplet motion in the data taken. 

at injector pressure drops higher than the standard condition (50 psi) 

slight blurring of the droplets due to their motion would be encountered. 

This would occur especially at locations closer to the injector face. 

It was then passed 
This back lighting 

It is expected, however, that 

The capacitor recharging time of about 5 seconds proved to be 

the limiting factor in determining how rapidly the data could be taken. 

A modified streak camera was adapted to the photographic set- 

up described previously by replacing the 70 mm Beattie film cartridge 
with a light tight box in which a 30" continuous loop of 35 mm film could 

be brought up to speeds of 1100 in/sec. 

intended to conserve film (and subsequent development and processing time) 

by allowing the film to come to the proper speed before the exposure is 

made. 

The continuous loop concept is 

Since a continuous light source is needed for this camera a 

Mercury arc lamp was used. 

spark source so that a faster film had to be used. 

this camera is concerned only with traces of the droplets and not with 

precise measurements of their sizes, contrast was no longer a serious 

problem. 

as recommended by the manufacturer was used. 

This lamp gave less intense light than the 

Since the data from 

Kodak Royal-X Recording Film developed by standard procedures 

This streak camera was used primarily to study wzves of dioplets 

This was accomplished by ruming (the so-called "Christmas Tree" effect). 

the film at a speed slow enough for the droplet images to trace paths gf 

nearly 90' across the film rather than 45' as is usually desired in veloc- 

ity studies. 

longer periods of time than in velocity studies. 

The result is a compact trace of droplets over relatively 

The camera and lighting system were built in such a SJJY that 

they could be moved to any one of the three windows by linear actuntcrs 
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while the test was in progress. 

to allow an additional linear actuator to move it perpendicular to the 

axis of the chamber in order to obtain data at various locations in the 

spray cross section. 

Furthermore, the camera was constructed 

The nitrogen flow rates were measured by the upstream condi- 
tions in an assumed isentropic choked nozzle. In the early runs the 

water flow rates were assumed constant through an injector for a constant 

pressure drop across it. 

injectors which had flow rates large enough to be accurately measured by 

it. 

the water inlet line. 

Later a Pottermeter was installed for those 

Even more recently an electromagnetic flow meter was installed on 

The feed system pressures and chamber pressures were hand 
recorded from standard pressure gauges while the oscillating pressure in 

the "unstable" chamber runs was recorded via a Kistler 601 transducer 
displayed on an oscilloscope and photographed. 

spark light source gave an interference "blip" which revealed the time in 

the pressure oscillation cycle at which the spray photograph was taken. 

The discharge of the 
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VII. DATA REDUCTION 

Once the tests were run, the photographic data had to be re- 

duced to a more meaningful statistical form. A s  mentioned, one method 

chosen for studying these sprays is that of comparing number size dis- 

tributions. Thus, the task of obtaining this statistical information 

is one of sizing and counting each individual droplet on any one photo- 

graph . 
The method used to achieve this was direct comparison of each 

droplet image to five rows of ten circles of linearly increasing sizes 

in a clear plastic template. 

an additional count for that size was recorded and the particular drop- 

let marked so that it would not be recounted. 

Once the best fitting circle was chosen 

Imposed Multimodal Counting Error 

However, subconscious preferences to avoid the template holes 
at the ends of each row were found to cause extraneous modal distributions 

in some of the data. Such counting preferences were proven to be the 

source of these modal results when recounts of the photographic data 

were made using a revised procedure. 

droplet were first marked on the photograph and then the distance be- 

tween the two marks was measured. The point distributions and fitted 

curves of both an original multimodal distribution and the corresponding 

recounted distribution from the same photograph are shown as distributions 

252 and 257 respectively in Figure 8. 
conjunction with the droplet edge markings for the recount and for all 

counts thereafter. 

For the recount the edges of each 

A wedge comparator was used in 

Sizes of Templates 

Both the circular and wedge comparators had 50 sizes in approx- 

imately constant increments up to .5" diameter. Since the photographs 

had magnifications of approximately 30 times actual size, these template 

holes corresponded to about 8pincrements up to a 400p diameter. 

Irregularly Shaped Droplets 

In some of the tests ligaments of water of elliptical and odd 
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shaped droplets were photographed. An attempt was made to measure 

those parts of the ligaments which appeared to be forming into in- 

dividual droplets and also to measure a large droplet as two or more 

if it appeared to be in the process of breaking up. Such measurements 

involve, of course, a subjective evaluation of the size of each forming 
"droplet". However, the important thing to note is that although the 

surface tension of the liquid may pull these potential droplets back 

into place, they do exhibit the same diameter and nearly the same 

surface area and volume as a completed droplet of the same size. 

fore, since they have nearly the same physical properties, it could be 

assumed that they would contribute to the combustion of the spray in 
the same way that a real droplet of that sizqwould. If the surface 

tension does in fact pull them back into the main body of liquid instead 

of allowing them to form separate droplets, then this action and its 

effect on the combustion of the spray should show up in the studies of 

the number-size distributions taken further downstream. 

There- 

This, in fact, is one of the main reasons why hand counts 

were used rather than machine counts in reducing the data. The drop- 

lets photographed had to be of nearly perfect circular shapes to be 

able to get reliable results from automatic droplet counters, except 

for the prohibitively expensive counters. 

ately eliminate studies on the larger size injectors and on smaller 

injectors at the first one or two windows since ligaments were still 

found under these conditions. Only droplets and ligaments appeared to 

form in the spray studies here, Apparently the impingement velocities 

were too great to allow sheets of liquid to form. 

This limitation would irmnedi- 

7 

Camera Depth of Field and Droplet Size 

Although the previous topics cover the data reduction 

procedures actually used on the data presented in this report, there is 

one point which must be considered in any future use of these data. 
It is of particular interest should these data ever be compared to 
other number size spray distributions. The rest of this section is de- 
voted to a discussion of this point. 

It is well known that any camera has a depth of field which 
is dependent upon the desired circle of confusion. In measuring droplet 
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sizes, however, the tolerable circle of confusion is a function of 

the droplet size (smaller droplets need a smaller absolute error 

than larger droplets if the same relative error in droplet size is to 

be maintained). Thus, a number-size distribution obtained from a 

camera photograph is based on a count of droplets in a volume (the area 

seen by the camera times the depth of field) which is different for each 

size droplet. 

The problem arises when we consider the possibility of 

variations across the spray in population densities of a particular 

size droplet. The point is not so much a desire to discern such vari- 

ations, which certainly could prove interesting, but rather a desire to 

make a distribution represent the same volume for all size droplets. 

It is particularly desirable to avoid a situation where the smaller drop- 
lets represent a limited section of the spray while the larger droplets 

are sampled from the entire cross section. The smaller sections could 

have number-size distributions which are different from the total cross 

section distribution. 

A theoretical relationship between the depth of field and 

droplet size can be obtained starting with a relationship between depth 

of field and circle of confusion (Reference 8): 

2s 
Z F O  
o ZF 

a s  = - - -  (19.1) 

. 

where the depth of field is 4 S object distance is S magnification 

is Z , aperture is F , and tolerable circle of confusion is 0 .  For 

the values of o encountered in these tests, however, the second term 

in &e denominator may be neglected giving a linear relationship: 

a S  = - 2s 0 ZF (19.2) 

Thus, if it is assumed that the circle of confusion is a linear function 

of the size of the droplet or glass bead(which is equivalent to saying 

that the same relative error is allowed in measuring each droplet): 

o = kD (19.3) 

2s 
ZF p S  = -kD (19.4) 
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The depth of field testing procedure discussed earlier 

(Section VI, "Experimental Apparatus") was used to verify this linear 

result and solve for the value of k . The result of these tests is: 

. 

A S  = .0024 D (20.1) 

where a S is in inches and D in microns, When this is substituted 

into Equation (19.4) along with the values of Z, F and S it gives 

the value of k . 
k = 12 (20.2) 

o = 1 2 D  (20.3) 
This value of k would indicate that the tolerable circle of 

confusion allowed in measuring the size of a droplet is an order of magni- 

tude larger than the droplet itself. At first this sounds unreasonable. 
However, it can be attributed to the fact that Equation (19.1) is based 

on diffused light photography. Although the light used in this work was 

not collimated, it was kept in a concentrated beam which apparently 

eliminated a great deal of the scatter evidenced by the tests with the 

measured beads. A purely collimated beam, of course, would give shadow- 

graph results with a theoretically infinite depth of field. Nevertheless, 

Equation (20.1)is very useful in discussing the sampling volume of the 

camera. 

I 

- 

In considering the depth of field of various size droplets 

relative to the actual spray thickness a maximum droplet size of 
will be used. Although in general 200pcannot be considered the upper 

limit of all number-size distributions, it is sufficiently greater than 

the modal values of the distributions which were encountered (see Dmode 

tabulated in Figure 7) to be used as the upper limit of the most signi- 
ficant sections of the distributions. 

2 0 0 p  

Thus, if a spray depth is considerably greater than the depth 
of field of a 200p droplet (.5" from Equation ( 20.1)) the data from the 

photograph can be considered from a thin sampling volume inside the spray 

and not the entire spray cross section. This is the case at window 3 

where the spray depth is approximately two inches. 

However, at the first window the average spray is 1/2", the same 

as the 200p droplet depth of field. At this window all of the droplets . 
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larger than 200p are considered in focus and will be counted regardless 
where they are located in the spray, while smaller droplets are counted 

in only a smaller section of the spray. 

discussed above. 

such that they should not be used for more than relative studies. 

This is exactly the problem 

It places a very limited value on these distributions 

Depth of Field Correction 

The result from the droplet size and depth of field study would 

indicate that the volume used at window 3 in sampling various size droplets 

was a linear function of the droplet diameters measured. Thus, the counts 

should be corrected before they are processed to insure that each data 

point is a count per standard volume. 

However, there are four reasons for not using this correction. 

The most important is that the depth of field and diameter re- 

lationship, Equation (20.1) , is at best f 10% accurate. The time needed 

to properly conduct these tests prohibited more than just a rough result. 

Secondly, this correction would increase the count of droplets 
in the small diameter range more than in the larger diameters. This 

would tend to make the curves even more skewed to the smaller sizes, 

crowding them together and thereby increasing the difficulty in distin- 

guishing between them. 

Third, the experimental work discussed here was limited to a 

survey of several variables (see introduction to Section IX) as a guide- 
line to further studies. As such, only comparative distributions were 
needed. Corrections such as this could be made after the relationship 

between the depth of field and diameter has been more accurately determined. 

Finally, as has been noted above, the correction probably should 

not be applied to the data from all windows. Since the relationship was 

no better than 10% accurate, it was not known when to apply the correction 

and when not to apply it (i.e., correct the data up to what droplet size 

for the first and second window). 

However, before the decision was made to eliminate this correc- 

tion from the data processing, some of the preliminary data from these 

tests were corrected in this manner. 2 
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YIII. DATA PROCESSING 

This section deals with the methods used in preparing the 

reduced daia (number-size distributions) for the final data analysis. 

Although this reduced data could be used directly in the data analysis, 

it would require two subjective judgments. 

First, because of the data scatter, a curve would have to be 

drawn by eye t o  approximate the distribution. Secondly, these curves 

would in turn have to be compared visually to be able to detect vari- 

ations in them as experimental parameters are varied. 

Thus, this section explains the attempts which have been made 

to systematically substitute representative curve distributions for data 

point distributions. This substitution will allow the objective compar- 

ison of the constants of these equations thus avoiding the subjective 

analysis mentioned above. 

Normalization 

One of the more significant variables in number size counts 

is the population density of droplets, or the total number of drops from 
a given volume of a spray. This variable is usually compared apart from 

the shapes of the distributions and hence can be eliminated from having 

an influence on the distributions by dividing all the counts by the total 

count. Thus, if for each diameter, , the count, n , is divided by Di i 
Je 

the total count, I n i  , 
the total count. 

the result, LI Ni , represents the percent of 

Je 
Three conventions of unmarked summations and integrals are used through- 
out this work. P 

i=l 

JdD = $%dD 

where 1 = total number of points in a distribution. 
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Further, if ANi is defined positively, then N represents the i 
percentage of droplets which hqve diameters equal to or less than 

i nk 

n k=l 
k=l 

'i 

Di . 

(23.1) 

Some investigators have chosen to define 

droplets of greater diameters. This introduces slight differences in 

their equations compared to those discussed here. Specifically, the 

Ni i 
becomes - A N  in other works. 

Ni as the percentage of 
9 

used here equals 1 - Ni of these other works and A N  here 

i 

Some investigators9 have attempted to plot the variable 
N.(D) rather than aN.(D) resulting in a monotonically increasing 

(for positive A Nil "Stt curve with the limits of N ( 0 )  = 0 and 
N(cQ) = 1 . However, the physical significance of variations in these 

curves is a little more obscure than in the A N  plots. Only A N i  

plots are used in this work. 

1 1 

i 

Standardized Diameter Increments 

This normalization corrects only for variations in the size 

of the sampling of the spray. Different methods of data reduction will 
still yield different curves. For example, if the data from a count of 

droplets are grouped into fewer data points than the original data, the 

count for each point, and hence the percentage of the total count will 

increase, thereby changing the curve. 

If, however, the data is converted to a count per unit diameter 
increment by dividing the count by the range of diameter, 

each count represents, this problem is eliminated. 

b Di , which 
Then the above re- 

grouping of data into fewer points will give only a less precise repre- 

sentation (assuming scatter is the same) than the original data, rather 

than an entirely new one. 

Thus, the variable which will be used here is: 

A Ni 
- =  
4 Di A Di 

(23.2) 
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Obviously as the diameter increment, 4 Di , decreases (and hence the 
A N, 

approaches the I number of diameter groups increases) the function - 
A Di 

limit - dN Thus, the slope of a N vs. D curve is the value of the dD ' 

vs. D curve. dN 
dD 
L 

This standard diameter increment allows the data to be regrouped 

in any desirable way. For instance, counts could be added together and 

divided by the sum of their ~ D ' s  to give one new value of - A N  to 

replace the original points. Similarly, if desired, a point could be 

broken into two or more adjacent points (all with - " values equal to 
the original point, of course) by dividing the count arid the A D into 

a set of proportional counts and A D ' S  . A use for such regrouping of 

points is discussed in the next titled topic. 

A D  

A D  

The reason for using the normalization and standard diameter 

increment procedures is to allow data from different experiments and/or 

different data reduction procedures to be compared directly without cor- 

rections. Thus, although non-normalized distributions from one test 

apparatus can be compared directly (assuming uniform data reduction pro- 

cedures) since the sampling volume is held constant, they cannot be com- 

pared with non-normalized distributions from a different apparatus unless 

the sampling volumes are equal. The normalizing procedure eliminates 

this variation which occurs between data taken before and after alterations 
in the apparatus. 

Similarly, the distributions obtained from a data reduction 

procedure which uses a uniform combination of 
tributions can not be compared to other data which has been reduced by 

The standard diameter increment corrects other combinations of A D  
this so that all data can be compared regardless of how it was reduced. 

A Di values for all dis- 

i *  

Thus, number-size distribution data processed by these two pro- 
cedures can be compared directly to any other data which have been similarly 

processed. 

involved or the method of reducing the data from the original form (usually 
Such processing eliminates effects of the size of the samples 
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photographic) to statistical number size form. 

Reprouping of Data Points 

The need for regrouping of data points (as discussed in the 

preceding topic) can best be seen by consideration of the implications 
of relative sizes of A D . For example, smaller values of A D  have 
both an advantage and a disadvantage. 

A D's allow more diameters to choose from in measuring a droplet which 

should give a more accurate distribution. 

On the positive side, smaller 

On the other hand, they also necessitate more diameter group- 

ings which will give fewer counts per diameter group. 

work the confidence which is placed in the accuracy of a datum point 

(whether the inaccuracy is due to statistical or experimental error) is 

some function of the number of readings made in determining that point. 

Thus, a point based on one reading has less confidence associated with 

it than one based on the average of several readings. 

distribution work each droplet which is measured can be considered a 

reading used in evaluating the percentage count in any one photograph 

of a particular size diameter. Therefore, for a given set of counts, 

less confidence will be placed on those points in a distribution which 

is based on a smaller d D than on those in a distribution which is 

based on a larger 

In experimental 

In number-size 

A D  because of a lower average count per point. 

This problem occurs not only in choosing an overall A D value 

for a number size distribution, bJt also within any one distribution. 

A greater confidence can be placcd in tne points in the larger count re- 
gions of a distribution than those in the smaller count regions. 

the. curve fitting methods discussed later atteapt to pass a curve through 

all of the points of a distribution without weighting them (i.e., all to 

be considered equally important aid accurate) it is desirable to have a 

uniform confidence in each point. 

Since 

One method of obtaining a uniform confidence in the count would 

be to take advantage of the A D regrouping discussed in the preceding 

topic. 

breaking up very large count points into smaller ones an approximately 

uniform count could be obtained for all points. The disadvantage of this 

By combining small count points iito fewer larger points and 
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method, however, is that the points will be irregularly spaced with 

more points in the high count than in the low count regions. 

will yield a curve which (fitting all points uniformly) will fit the 

modal regions more closely than the "tails". 

of equal counts and hence equal confidence. 

This 

This would yield data 

A second method of obtaining equal confidence would be to 
measure and count droplets of only the low count sizes in additional 

pictures, This selective counting would be continued until the same 

count had been obtained for each size. 

graph would be obtained by dividing each total count by the number of 

photographs used to determine it. 

set of size increment and data points of equal confidence. 

The resulting count per photo- 

This would give an evenly spaced 

However, this is a rather impractical solution to the 

problem. The development of additional photographs plus the search 

through them for droplets of only particular sizes can be quite time 

consuming. This would only add to the time needed for data reduction 

which already is the largest stumbling block in obtaining useful data. 

Furthermore, care must be taken to insure that all of the 

photographs used represent identical sprays. Even consecutive photo- 

graphs from one test run may give data from different parts of a wave 

of varying droplet population density and size. These waves appear 

even in sprays under steady-state conditions. A s  a matter of fact, 

Section IX will show that this is the most significant variation in 
number-size droplet distributions encountered in this work. 

A final method of using the D in an attempt to handle 
the data scatter problem is a systematic regrouping of the points into 

uniformly larger A D ' s  in only certain regions. This would minimize 
localized scatter problems but again at the expense of creating 

irregularly spaced points and the resulting curve fitting problem already 

discussed above. Furthermore, the data points would still be of 
weighted confidence. 

Because each of these correction methods adds a problem 

for each problem which it eliminates, none of them were used. 
as discussed in Section VII, a regrouping of the A D's was necessary 

However, 
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in the processing of some of the data presented here. 

combined the points into points based on uniformly larger 

give a general increase in confidence in all points. 

to eliminate a characteristic in the distributions which was imposed by 

preferential data reduction procedures. 

avoid the "end" sizes of each successive group of ten diameters (i.e. , 
each successive row of circles on the template). 

the preferences were synrmetrical in each group of 10 sizes and therefore 

that the points could be combined into two symmetrical and hence non- 
preferential points. This procedure was applied to distributions 0 t o  

306 in the following discussion of the data (Section IX). 
distributions 310 to 340 were not regrouped since they were counted by 

using the new procedure which eliminated the preferences (the wedge 

comparitor). 
in its original count form, the data of this work are evenly spaced and 

of weighted confidence. 

Number-Volume Relations 

This regrouping 

A D's to 

This was necessary 

These preferences were shown to 

It was assumed that 

The remaining 

But whether the data is uniformly regrouped or presented 

In addition to the number size plots a second popular method 
of representing droplet distributions is by volume size plots. 

volume plots all droplets are assumed spherical so that the volume of 

In such 

all droplets of a certain size is n i z  IY Di . Since the volume of fuel 

is proportional to the energy to be released, the volume size plots have 
3 a greater physical meaning than number size plots. However, the Di 

correction tends to magnify the absolute value of the data scatter in 

the large diameter range of a distribution where, because of naturally 

low counts, the relative data scatter is great (or confidence is small). 

Because of this scatter problem this work concentrates on number size 

distribution. If desired, however, subsequent conversion to volume size 

distribution can be achieved by the following development. 

By definition: 

(27.1) 
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therefore - 

Defining a constant for any given point distribution (con- 

sistent with work done in the following topic, Equation (30.5): 

D30 

Thus: 
a 

3 2 
30 

aNk = N. = D 
1 

k=l k= 1 

4 Ni D30 ARi 

A Di 3 4 Di 
Di 

- = -  - 

or in continuous form: 

dR - 
0 

3 
dN D30 - dR 7 dD dD 
- =  

(28.1) 

(28.2) 

(28.3) 

(28.4) 

(28.5) 

(28.6) 

(28.7) 

Notice that to obtain an explicit relation between N and R 
(or Ni and R ) a knowledge of D(D ) as a function of N or R 
( A Ni or 

achieved. 

i i 
A Ri) is needed before the integration (summation) can be 

Rather than converting from count data to volume data after a 

curve has been fitted, it is possible to fit the same equation to both 
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sets of data resulting in different values of the constants of the 

equation. 

Characteristic Diameters 

Often it is desirable to represent a distribution of droplets 

by a group of droplets of only one simple characteristic size. The 

value of the characteristic diameter chosen will be a function of those 

properties of the actual spray which are duplicated in the characteristic 
spray. 

The following actual spray properties are usually considered: 

(1) total number of droplets actually counted, ni (2) the charac- 

teristic length of the spray, niDi (physically this is equivalent 

to the length of a row of all the droplets in the spray placed end-to-end), 

(3) the total liquid surface area, 1 ninDi , (4) the total liquid 2 

Irr‘ D3 , and (5) what can be called the mass weighted volume, E n i P Z  i 

diameter (units of length 4 ) , zni(pz 2) D~ . 
Setting these five properties equal in the real and character- 

istic spray results in five separate equations. For any distribution 

values known) this gives 5 equations in two unknowns: (ni and 
m , the total number of droplets in the characteristic spray and, D 

the characteristic diameter. 

Di 

v w ’  

zniDi = m D vw 

2 2 
vw W Z n D  i i  = V m D  

( 2 9 . 1 )  

(29 .2)  

(29 .3 )  

(29 .4 )  

(29 .5 )  

In choosing to equate two of the five properties of the 

characteristic spray with those properties in the actual spray, two of 
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the five equations are selected from which the characteristic diameter 

can be obtained: 

t n  D” i i  
vw 

In continuous form this becomes: 

Z D N  i i  Dw 

The solution of these integrals for various representative curve distri- 

butions is discussed in the following topics. 

From this it is easier to see how some of the various popular 
5 names for these characteristic diameters were obtained. 

D 1 O  

D20 

D30 

D3 2 

D43 

(30.1) 

(30.2) 

number mean, arithmetic mean (30.3) 
or average diameter 

area or surface mean diameter (30.4) 

volume mean diameter (30.5) 

Sauter mean diameter (30.6) 

mass mean or De Brouckere diameter 

(30.7) 

Since a droplet’s volume is proportional to the energy it will 

release in combustion and evaporation is thought to be proportional to 

either diameter or areal’ the Dgl or D32 are perhaps the most signi- 

ficant combustion spray characteristic diameters. However, the D30 will 

4 
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be used in the discussion of the data in Section IX since it was 
desirable to compare these results with an empirical equation which 

predicted the 11 and not the others. D30 

There are many other characteristic constants in addition to 

the diameters which can be defined. 
which are defined by the probability equations discussed in later topics 

and which appear as constants in these equations. Although only one of 

them is used in this work in comparing distributions, all of them are 

defined in the following development of the curves as an aid to under- 
standing their effect on the curve shapes. 

In particular there are several 

General Comments on Distribution Curves 

All of this, however, is only preparatory to the real task of 
replacing the real data point distribution with a the data processing: 

representative curve distribution. 

All of the equations of the representative curves have the 
form of a constant times a function of diameter. The constant obviously 

governs the overall size of the curve. 

constant to be selected on the basis of a good fit. Just as the variable 

Ni 
any curve which is used to represent the counts must also be unity. 

value of this constant is determined by satisfying this condition. 

It is not, however, an independent 

is defined as a percentage such that A Ni = 1 , the integral of 
The 

Thus, in general: 

- dN = d. f(D) 
dD 

1 s dN - 
OC = 1 f(D) dD - sf(D) dD 

(31.1) 

The constant, d , will be termed the "normalizing constant" 

and the Equation (31.2) , from which it is evaluated will be termed the 
"normalizing condition". 

(31.2) 

If all the mass in the photograph is in droplet form, then the 

normalizing condition must be satisfied. However, if there are ligaments 

or sheets of water in the photograph, then it may be desirable to make 
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some attempt to correct for this in order to insure that the percentage 

of droplets is taken relative to the total mass in the photograph. 

approach will shed light on how much of the injected fuel has been 

formed into droplets which may have an effect on the burning rate distri- 

bution. 

This 

Since this is a mass measurement, such a correction could be 

If a systematic method of making made more easily in a - dR dD 
this correction can be established this would be an excellent reason for 

using R as the droplet count variable rather than N . 

equation. 

However, setting up such a correction procedure appears to be 
a formidable problem. 

and therefore not conducive to volumetric measurements, but also, their 

boundaries are obscured by other ligaments. The problem is further com- 

plicated by the depth of field of the camera which causes parts of the 
ligaments' boundaries to be out of focus. Therefore, comments in the 

following discussion of the data are limited to very general quantitative 

estimates made by eye from the photographs and hence are mentioned only 

in the extreme cases of very few ligaments or very few droplets. 

Not only are the ligaments of irregular shapes 

Evaluating the Successfulness of a Curve Representation 

The solution of Equation (30.2) for both the original data 

point distribution and the representative curve distribution characteris- 
tic diameters can be used to evaluate how well a curve represents the 

physical properties of the actual spray. 

Notice that the Equation ( 3 1 . 1 )  (or similar point distribution 

data) allows Equation ( 3 0 . 2 )  (or Equation ( 3 0 . 1 ) )  to be solved, if only 

by numerical integrations. Thus, the most generalized form of a charac- 

teristic diameter of a curve distribution is (Equation ( 3 1 . 1 )  substituted 

into Equation ( 3 0 . 2 )  ): 

L ,  

1 

(32.1) 

In the equations to be discussed, only one case can be integrated 
to give an explicit relationship between the generalized characteristic 

diameter and a constant of the equation for the curve. In all other cases 
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Equation (32 .1)  gives two non-analytic integrals necessitating numerical 
integrations. 

A more direct way of evaluating how well a curve represents a 

point distribution is a measure of the "fit" of the curve. This is the 

sum, E , of the graphical area between the curve and the data points. 
It is a measure of how closely the curve comes to passing through each 

data point. 

Since by definition 

and furthermore, the numerical integration of Equation ( 3 1 . 2 )  gives- 

( 3 3 . 1 )  

( 3 3 . 2 )  

( 3 3 . 3 )  

the value of E can have a maximum value of 2 .  However, for any well 

fitting curve 6 can be expected to be some fraction of 1 and hence 

can be expressed as a percentage. Thus, a value of .24 or 24% for E 
indicates that the area between the data points and the curve is about 

1/4 of the area under either the point or curve distribution. 
other words, 12% of the area under the point distribution must be "removed" 

and "reshaped'' before it is "added" back to form the smoother curve distri- 

bution. Because of the absolute value which must be taken in evaluating 

Or in 

E , it is difficult to handle Equation ( 3 3 . 3  analytically. Thus when 
an error function is needed that can be analytically minimized the square 

error, E , is used: 

E 5 x(5 A Di - aC f(Di) ( 3 3 . 4 )  
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It, however, also has a shortcoming for its vhlue is a function 

of the number of data points considered. 

Thus, since E makes possible an analytical analysis of the 
curve fitting error at the expense of wide ranges of values, it is used 

only in finding the proper fit for each curve, whether by iterative or 

trial-and-error methods. Conversely, since e is difficult to treat 
analytically but gives consistently comparative values of the error of 

all the fits, it was used to evaluate the "fit" of the curves once the 

error, E , had been minimized. 

The Distribution Curves 

Because of the natural "cocked hat" shape of typical distribution 

data, the most logical curves to use in representing the data are varia- 

tions of negative exponentials. 

in the large diameter end of the curve. However, pure negative exponen- 

tials also have an unrealistic finite count at zero diameter so must be 

corrected to give a second tail at the smaller diameter end. 

tail must end with a zero value at zero diameter. The nature of the 

corrections made to achieve this constitute the two basic forms of curves 

used. 

These give an appropriately shaped "tail" 

This second 

The first of these is to use a probability approach. In this 
the exponent is made to have symmetrical negative values about a mean 

diameter thereby giving two "tails". This was first used in spray studies 

by Hatch and Choate in 1929.  6 

The second method was introduced in 1 9 3 8  by Nukiyama and Tanasawa 
and has come to bear their names! 

is multiplied by a diameter term raised to a power which, of course, is 

zero at zero diameter. 

I n  this method the negative exponential 

Probability Equations 

6 The conventional form of the probability equation is: 

where : = arithmetic mean (defined earlier) 
D1O 

(34.1) 

(34.2) 
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l -  
2 2 2 

6 = standard (or average) deviation = 1 (D-Dlo) dN = z(Di-Dlo) A N  i (35.1) 

The normalizing constant, a , can be evaluated from the normal- 
izing condition yielding: 

. 

This equation, however, predicts non-zero counts of droplets not 
only to infinite sizes, but more importantly to negative sizes. 

ative range can be corrected by using the variable In D to replace D 
(and hence In M for D ) resulting in the "log probability equation": 

This neg- 

10 

where : 

- =  b e  dD 

The evaluation of b follows from the normalizing condition: 

1 

D 2  
b =  

[me-(1n %) /2(ln a)' dD 

However, this can be solved only by numerical means. 

(35.2) 

(35.3) 

(35.4) 

(35.5) 

(35.6) 

The prediction of non-zero counts of droplets to +gO sizes 
still exists. 

equation" which was introduced by Mugele and Evans. 

It can be corrected by use of the "upper limit probability 
5 
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(36 .1)  

I n  t h i s  form t h e  concept of a mean diameter i s  rep laced  by 

t h a t  of a maximum diameter ,  

diameter  t he  curve p r e d i c t s  irraginary va lues ,  which a r e  i n t e r p r e t e d  a s  

zero counts .  

i s  t h e  s i z e  of d r o p l e t s  c r ea t ed  by the  i n j e c t o r  o r i f i c e s  and from which 

the  spray break up mechanisms c r e a t e  a l l  t he  smal le r  s i z e  d r o p l e t s .  

DM . For s i z e s  l a r g e r  than  t h i s  maximum 

Mugele and Evans have suggested t h a t  t h i s  maximum diameter 

The cons tan t ,  I n  'd , i s  an average va lue  of t h e  new dev ia t ion  
2 

func t ion ,  (In D~ rDs) , and so can be termed an "average devia t ion"  

The s u b s t i t u t i o n  of t h i s  new d e v i a t i o n  term f o r  t h e  

Equation (35 .1)  supports  t h i s :  

(D - Dlo)2  term i n  

The choice of va lues  f o r  t h e  parameter s i m p l i e s  a p r i o r i  

c e r t a i n  curve shapes. 

t he  maximum value (modal po in t )  on the  curve.  

The na tu re  of t h i s  i n f luence  i s  seen by cons ider ing  

This  w i l l  occur a t :  

so lv ing  f o r  Dmode: 

( 3 6 . 3 )  

- DM 
Dmode - 7 s  ( 3 6 . 4 )  

. 
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thus for: 

s = l  

DM 
Dmode< 2 

Dmode> !$- 

(37.1) 

(37.2) 

(37.3) 

Clearly, since the values of s recommended by Mugele and 

Evans were all 2 
skewed to the large diameter end. 

1 (s  = 1,2,3) , they had limited themselves to curves 

Thus, rather than using only the values recommended by Mugele 

and Evans, a variety of values > and < 1 have been chosen. Since 

s = 1,2,3 of .5, .7 and .8 DM , the 

additional values of 
skewed curves such that Dmode assumed values approximately equal to 

multiples of .1 DM from .1 DM to .9 DM . This corresponds to 

correspond respectively to a D mode 

s were chosen to give a complete spectrum of 

s = -  3 - 4 - 5 - 1 , 1 1 1 3 ,  2 , 3 , 6 1 1 2 .  
10 ' 9 ' 9 4 

Again the constant c can be evaluated only numerically: 

The log and upper-limit probability equations are the only 

probability equations in this work. 

Nukiyama-Tanasawa Equation 
1 

The most general form of the Nukiyama-Tanasawa equation is: 

-CDq - -  - A D P ~  
dD 

(37.4) 

(37.5) 

Here p and q are parameters. 
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If they are chosen such that: 

p = q - 4  ( 3 8 . 1 )  

9 
the resulting special case is known as the Rosin-Rammer distribution. 

The constant C can be related to any of the characteristic 

diameters explained earlier through Equation (32.1). 
Tanasawa Equation this becomes: 

For the Nukiyama- 

Defining: 

(D )v-w 
v w  

J (D )v-w - - 
v w  

e-CDq dD 
J 

y = CDq 

The two integrals are recognized as gamma functions. Thus: 

( 3 8 . 2 )  

( 3 8 . 3 )  

( 3 8 . 4 )  

( 3 8 . 5 )  

Since p and q are equation parameters while v and w are 

arbitrary, 

diameter. 

C can be expressed solely as a function of any characteristic 

The constant A can be evaluated analytically from the normal- 

p+l 
izing condition: 

(38.6) 
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I Linear  Curve F i t s  

Each of t hese  equat ions can be t ransforned  i n t o  a l i n e a r  

form i n  which t h e r e  a r e  two cons tan ts  t h a t  a r e  determined by t h e  s lope  

and i n t e r c e p t  of t he  curve. A l l  other  unknowns i n  the  equat ions  can 

be t r e a t e d  a s  parameters .  Thus, a f t e r  t h e  t ransforming equat ions  are 

app l i ed ,  t h e  equat ions  a r e  of t h e  form: 

Y = G X + B  

The l i n e a r i z e d  form of the log  p r o b a b i l i t y  Equation ( 3 5 . 3 )  

is  : 

dN 1 
dD 2 l n -  = I n  b - 

2 ( l n F )  

I 

i t h  

dN Y = l n -  dD 

1 

2 ( l n 6 )  
2 G =  

B = l n b  

It i s  apparent  t h a t  a f t e r  f i t t i n g  t h e  curve,  t he  s lope  and 

i n t e r c e p t  g ive  va lues  of 6 and b in s t ead  of M and I?- which a r e  

t h e  independent cons t an t s  (b  being dependent upon them through the  

normalizing cond i t ion ,  Equation ( 3 5 . 6 )  ).  M must be known before  t h e  

v a l u e s  of 

b , M and 6 i s  needed. 

can be obtained.  Thus, a t r i a l - a n d - e r r o r  s o l u t i o n  f o r  'i 

A va lue  f o r  M i s  assigned ( t h e  D of t he  a c t u a l  d a t a  p o i n t s  10 
would s e e m  a p p r o r i a t e  a s  a f i r s t  guess) and t h e  curve f i t t e d  t o  g ive  

v a l u e s  of b and d from the  i n t e r c e p t  and s lope  r e s p e c t i v e l y .  A 

second va lue  of b which s a t i s f i e s  t h e  normalizing cond i t ion  can then  

be determined from M and d by a numerical i n t e g r a t i o n  of Equation 

( 3 5 . 6  ) . The comparison of t hese  two va lues  of b w i l l  l ead  t o  a new 

v a l u e  f o r  M . This process  i s  repeated u n t i l  t h e  t w o  b va lues  a r e  

(39.1)  

(39.2)  

(39 .3)  

(39 .4)  

(39.5)  

(39.6)  
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within an acceptable error. 

The same procedure will be used on the upper limit probability 

Equation ( 3 5 . 1  ) in its linear form: 

with 
2 

= (’. D; YDS) 
dN Y = In- dD 

(40.1) 

( 4 0 . 2 )  

( 4 0 . 3 )  

( 4 0 . 4 )  

B = l n c  ( 4 0 . 5 )  

where now 
I n  this case DM is varied until the intercept gives a value of c which 

agrees with Equation ( 3 7 . 4  ) . 

c must also satisfy the normalizing condition Equation ( 3 7 . 4  ) .  

In the Nukiyama-Tanasawa Equation, however, there is only one 
independent constant, C , Thus, if A is to satisfy the normalization 

condition, Equation ( 3 8 . 6  ) , one or both of the parameters, p or 4 . 
will have to be treated as a curve fitting constant similar to the procedure 
used in the probability fit. This is contrary t o  the philosophy of  p and q.  

These were intended to be parameters which are multiples of 1/2. 
investigatorsr2 have chosen to keep p and q as parameters and disregard 
the normalization condition. 

Other 

Thus, the linear form of Equation (37.5) is: 

X = Dq 

( 4 0 . 6 )  

( 4 0 . 7 )  



-41- 

(41.1) 

. 

G = - C  (41.2) 

B = 1 n A  (41.3) 

In contrast to the probability equations this linear method 

leads to a direct solution.Once the parameters p and q are assigned 

values Equation ( 41.2) and Equation ( 41.3) give exact values for C 

and A . Remember, however, that this is at the expense of a normal- 

ized A . 
Attempt to Use Least Square Linear Fit 

It seems most natural at this point to apply the square error 
minimization to obtain a least square error fit. 

(40.2 ) , or (40.7 ) is used to find values of 
values for 

dN a is used linearized curve. Similarly, if the substitution of - = -  dD A D  

in Equation (39.4 ), (40.3 ) or (41.1 ) values of can be found as 

real data points in the linearized set of coordinates. The difference 

between the curve points, Yi' , and the data points, Yi , can be put 
into a square error equation as in Equation (33.4) : 

If Equation (39.3 ), 

Xi for every Di , then 
Yi' can be obtained from Equation (39.1 ) as points of the 

Yi 

(41.4) E = 2 (Yi' - yi) = (ai + B - Yi) 2 

and Y are found from Equations (39.3) and (39.4), (40.2) xi i Again, 

and (40.3 ) or (40.7 ) and (41.1 ) respectively (depending on the distri- 
bution curve used). This error can be minimized relative to the slope, 

and the intercept, B , and then solved for these two variables to give: 
G , 

(41.5) . 
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(42.1) 

Z Xi 

In spite of the simplicity of this result it is far from 
satisfactory for several reasons. 

it may seem fruitless to discuss these reasons. However, they provide 

a convenient background for understanding the methods of curve fitting 

which were finally selected. 

Since it is an unsatisfactory method 

Because of the cocked hat shape of these curves, the linearizing 

transformations must necessarily magnify the large diameter end of the 

curve much more than in the modal region. A s  a result, the error terms, 

(Yi' - Yi) , used in the linear fits are considerably weighted if they 
are converted to the nonlinear coordinates through the reverse trans- 

formation. This results in a curve which is fitted more closely to the 

large diameter end of the data than to the modal region and small diameter 

end of the data. 

large diameter region into fewer data points with larger 

cussed in the "Standardized Diameter Increments" section. 

This can be avoided somewhat by combining data in the 
as dis- A Di 

Furthermore, the use of the linear least square error technique 
involves a minimization relative to the slope and intercept. To be an 
accurate minimization these should correspond to the two independent con- 

stants of the curves. However, in each case the intercept is a function 

only of the dependent constant (the normalizing constant) so that the 
error is not properly minimized. 

linear fit were to be used on the Nukiyama-Tanasawa Equation because there 

is only one independent constant. 

This problem cannot be avoided if the 

In contrast to the above, both probability equations do have a 

second independent constant. 

to one independent constant (through the slope) and one dependent constant 

(through the intercept) does not give the same result as minimizing it 

relative to two independent constants. For example, in the linear fit 
of the l o g  probability equation the total square error, E , is minimized 

Therefore, minimizing the error relative 

I 

. 

. 
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= o  b E(# ,M,b) 
a* 

= o  E( 6 ,M,b) 
a b  

(43.1) 

(43.2) 

instead of: 

= 0 (43.4) - 2 E(C,M,B) + 2 E(d,M,b) >b(o-,M) 
a b  b M  

- 
d M  

where b(d,M) is the normalizing condition and E(d,M) is the total 

square error after b is replaced by b(d,M) . This incorrect minimi- 

zation cannot be avoided in the linear case without losing the comparative 

simplicity of Equations ( 41.5) and ( 42.1). 

The large diameter weighting and/or the incorrect minimization 

are probably the reasons why the least-square error method has not been 
used by others with the linearization technique. 

"eye ball" fit can be used while still preserving the simplicity of the 

linearization concept. 

the normalizing condition. 

Thus, only a subjective 

In addition to being subjective this also ignores 

Nonlinear Least Square Curve Fit 

A least square error fitting technique in the real (non-linear) 

vs. D coordinate system was used to avoid the weighted error problem. dN 
dD 

Furthermore, in this new technique, Equations (43.3) and (43.4 ) were con- 

sidered in minimizing the probability error. Finally, proper consideration 

was given in this nonlinear method to the normalizing condition in all 

equations. 

- 

In the log probability equation, the square error is: 
L 

Di -(ln -) M /2(lna) 
(43.5) 
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Three partial derivatives of this (relative to 6 , M and b) 

and two of the normalizing conditions in Equation ( 3 5 . 6 )  (relative to 

& and M) are needed to be able to evaluate Equations ( 4 3 . 3 )  and ( 4 3 . 4  ) .  

Since Equation ( 3 5 . 6 )  can be evaluated only by numerical methods, the 
a b  a b  

numerical solutions. The solution for the three unknowns, d , M and b , 
involves a double trial and error solution on three Equations, ( 3 5 . 6 ) ,  
( 4 3 . 3 )  and ( 4 3 . 4 )  all of which contain numerical integrations and two of 

which contain several series of up to 50 terms (in the case of the data pre- 

sented in this work). Even the most simple attempts to iterate to the solu- 

tion will be quite involved. Obviously, the solution must be handled by a 

computer. But rather than becoming involved in this complexity it is simpler 

just to use a trial and error method of minimizing E directly, rather than 

finding the roots of  its derivatives. Thus, by guessing values of M andb, 

b can be evaluated from Equation ( 3 5 . 6 )  and E from Equation ( 4 3 . 5 )  . 
Successive trials will lead to the minimum value of E , the best fit. 
This also has the advantage of yielding a true minimum, whereas the solution 

of Equations ( 3 5 . 6 ) ,  ( 4 3 . 3 )  and ( 4 3 . 4 )  does not exclude the possibility 
of locating a saddle point (or local minimum) in the E(&, M) function. 

terms in Equations ( 4 9 . 3 )  and ( 4 3 . 4 )  will also require br and -si 

Exactly the same conclusions are reached concerning the upper-limit 

probability curve, again because of the numerical integration form of the 

normalizing condition, Equation ( 3 7 . 4 )  and the presence of two constants. 

In the Nukiyama-Tanasawa Equation, however, the total square error 

is given by: 

( 4 4 . 1 )  

Since there is only one independent constant this is more easily 
minimized than the probability equations: 

dC 1 
dE = 2 (A  fi - Wi> ( A =  dC ( 4 4 . 2 )  



where : 

I -  

C 

p -cDq 
= f(Di) E Di e i fi 

df - -  4 
dC - - Di fi 

(45.1) 

(45.2)  

( 4 5 . 3 )  

(45.4) 

(45.5) 

C cannot be found explicitly, so again a trial and error solution 

is necessary. The Newton-Raphson method is useful in finding the roots of 

Equation ( 44.2). Thus: 

dE 
- dC 

d2E 

dC2 

- 
‘new - ‘old - (45.6) 

where : 

+ 2 - -  dA dfi +-  d2A X. 3 + ( A -  ZEi + -  dA ) ) ( 4 5 . 7 )  
dC dC dc2 1 dC i 

df 
2 
d fi 
- =  - D: d~ 
dC2 

- =  d2A dA 1 pt-1 
dC d C E  q 

(45.8) 

(45.9) 
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Multimodal Distributions 

Some investigators have indicated bimodal fuel drop size 

distributions. l3 

of the nature discussed. 

lated and fitted to the data there are two immediate possibilities which 

might be more meaningful than totally new equations. The first would be 

the addition of two equations of any one of the forms discussed. This is 

more than twice as involved numerically as a simple modal curve fit since 

the two normalizing constants need to satisfy only one combined normalizing 

condition, This effectively leaves one of these two constants as an addi- 

tional independent constant which can be used to obtain a good fit. 

there are 2 1/2 times more independent constants in the bimodal curve than 
there are in the single modal curve. In the probability curves this means 

there will be 5 constants to be selected by trial and error while in the 

Nukiyama-Tanasawa Equation a choice of three values for the parameter p 

and three for q would yield 81 different combinations of curves from 
which to choose the best fit. 

Clearly, such tendencies cannot be manifested in curves 

Although more sophisticated curves may be formu- 

Thus 

A second method would be to superimpose a power series curve on 

the modal section of a distribution. This would have to be done such that 

the variation between the power series curve and the original curve inte- 

grates to zero, thereby maintaining the normalizing condition. Though 

perhaps simpler, this method would produce constants which would lack any 

physical significance. 
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IX. RESULTS AND CONCLUSIONS 

This section deals with the selection of the best fitting curve 

to represent the point distributions and the results obtained from com- 

paring these curve distributions once fitted to the experimental data. 

The effects of five different experimental parameters or oper- 

ating conditions have been studied using the still camera to determine 
spray drop size distributions. 

13" and the associated frequency of pressure oscillation 530 cps. 

standard test condition involved: 

psig; 2), a 50 psia injector pressure drop (pP); 3), the .040" diameter 

doublet injector; 

the injector, x . The five studies were directed at variations in each of 
these 4 parameters plus a comparison of the steady-state to oscillating 

pressure conditions. 
all the other operating conditions and not just the standard condition. 

For all the tests the chamber length was 

The 

l), a chamber pressure (P,) of 100 

4 ) ,  all photographs were taken 3 3/4" downstream from 

The oscillating pressure studies were made on nearly 

Computer programs were completed which fit the Nukiyama-Tanasawa 
Equations to the data by the iterative method and the two probability 

equations by the trial and error methods discussed in the previous section. 

Best Fitting Curve 

The results of fitting the curves to the data showed little 

difference between 

vided the best fit 

best in 10 and the 

the remaining 8% . 

any of the curves. The log probability equation pro- 

in 16% of the 35 cases, the Nukiyama-Tanasawa curve was 
upper-limit probability curve provided the best fit in 

A summary of the graphical area error, e , for each 
distribution is listed in Figure 5. In many cases, the differences between 

the best fit and the other curves was not significant so that almost any 

one of the conditions could have been used successfully. Thus, other cri- 
teria for choosing the best curve had to be used. 

In the Nukiyama-Tanasawa Equation, no consistent parameter pre- 

ferences were indicated for either p or q as can be seen in Figure 5. 

This means that three values (one constant, C , and two parameters, p 

and q ) must be stated to completely describe any distribution by this 

equation. 
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This was expected since the Nukiyama-Tanasawa Equation has only 

one curve fitting constant, C . Thus, to have the same versatility in 

fitting the data as either of the two constant probability equations, the 

best Nukiyama-Tanasawa fit had to be chosen from a variety of combinations 

of the parameters. Furthermore, the constants and parameters in the 

probability equations have simple physical meanings in terms of the shape 

of their curves while the meaning of the constant and particularly the 

parameters in the Nukiyama-Tanasawa Equation are somewhat obscured. For 

these reasons, and based on the evidence that the Nukiyama-Tanasawa Equa- 

tion does not in general fit the data any better than the probability 

equations, it was discarded. 

A conclusive choice between the log and upper-limit probability 

equations was based on the success of reproducing the physical properties 

of the actual spray. In particular, the volume mean diameter, D30 ) was 
studied. By comparing the D30 from the two curves (see Equation ( 3 2 . 1  ) ) 

to the actual value, Equation ( 3 0 . 5  ) ,  it was found that the upper-limit 

probability equation succeeded in duplicating it much more accurately than 

the log probability equation. 

The reason for this is that the l og  probability equation predicts counts of  

droplets to infinite sizes. Because the volume is proportional to the 

cube of the diameter, these larger diameters are weighted more heavily than 
the smaller diameters in evaluating the 

to these unrealistic diameters, i.e., a larger value. It is for this reason 
that the upper-limit probability equation was chosen for these studies. 

The results of this are also shown in Figure 5. 

D30 , resulting in a value closer 

Interpreting the Upper-Limit Curves 

Although the value of s = 3 / 1 0  gave the best upper-limit fits 
in nearly half (16 out of 3 5 )  of the distributions, values of s = 4 / 9  , 
519 and 314 also gave best fits (in 6 ,  5 ,  and 8 cases respectively), Thus, 

where the values of  two constants completely describe the log probability 

curve, the value of an additional parameter is needed for the upper-limit 

curve. This extra parameter can be eliminated, however, by use of Equa- 

tion ( 3 6 . 4 )  . 
It is interesting to note from this parameter preference data, 

that in not one case did the originally recommended values of 
the best fit ( s = 1 , 2 , 3  ) .  

s provide 

Furthermore, the great preference for the 
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smallest value of s , 3/10 , would seem to indicate that even smaller 
values would, in some cases, provide better fits. This was evident in 

several of the distributions after the curves were fitted to the data. 

In Figure 9 ,  for example, distribution #130 would have a better fitting 

curve if the tail were made longer. M 
without changing the value of 

would be more skewed to the left than the one shown. 

a lower value of s than the 3/10 used there. 

If this were done by increasing D 

Dmode the overall shape of the curve 
This would require 

This condition would have been even more evident if the linear depth 

of field correction discussed in Section VI1 had been used. In future 
work, (which should include a correction similar to that discussed), it 
is recommended that values of s should be chosen to allow D to 

cover the range from .01 to .5 DM (s  = - to 1) in intervals such that 

most of these locations are in the 

mode 3 
20 3 4 .01 to .2 D region (s  = - to v). M 20 

The method used in analyzing the data was to plot all the constants 

of the curves and then look for trends in the plots. A l l  35 distributions 
are shown this way in Figure 6 .  A list of operating conditions and values 

of the constants for the best upper-limit fit are given for each distribu- 

tion in Figure 7. In the following discussion on the distribution charac- 

teristics it will be helpful for the reader to note the tendencies in these 

plots in addition to observing the physical changes in the individual 

distribution shapes. 

Droplet Wave Phenomenon 

The only trend that could be found in the data was related to droplet 

population densities in the photographs. For instance, distributions 130 

and 240 were taken under identical conditions and yet have distributions 

which differ primarily by their modal values (Figure 9 ) .  

ence in spray conditions which could be found to explain this and other 

similar distribution differences was the total number of droplets counted 

for the same spray area in each case. 

low count (1154)  and has a curve with modal value at 38pwhile distribution 

240 has a high count (2525)  and a curve with somewhat similar shape but with 

a modal value of 107p. This result was found in the .040", .059" and 

pair of .059" injectors. 

The only differ- 

Distribution 130 has a comparatively 
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The .170" i n j e c t o r  a l s o  displayed v a r i a t i o n s  i n  d i s t r i b u t i o n s  which 

were dependent on the wave phenomenon. 

a s l i g h t l y  d i f f e r e n t  nature .  

but ions had a very b l u n t  peak a t  a somewhat l a r g e r  modal value than t h e  

high count d i s t r i b u t i o n s  (see d i s t r i b u t i o n s  70 and 80 r e s p e c t i v e l y  i n  

Figure 8) while  fo r  t h e  o the r  i n j e c t o r s  t h e  low count d i s t r i b u t i o n s  had 

shapes s imilar  t o  t h e  high count but  of  smaller  modal va lues .  

However, t hese  v a r i a t i o n s  were of 

For t h e  .170" i n j e c t o r  t he  low count d i s t r i -  

The .120" i n j e c t o r  had v a r i a t i o n s  i n  i t s  d i s t r i b u t i o n s  s imilar  t o  

those i n  the  smaller i n j e c t o r s ,  

t h e  populat ion dens i ty  waves. 

However, t hese  could no t  be a t t r i b u t e d  t o  

Thus, t h e  .120" i n j e c t o r  seems t o  provide a t r a n s i t i o n  from t h e  .170" 

type of wave d i s t r i b u t i o n s  t o  t h e  smaller  i n j e c t o r  r e s u l t s ,  i n d i c a t i n g  

t h a t  it has a less c y c l i c  drop s i z e  d i s t r i b u t i o n  scat ter  throughout i t s  

spray.  

However, t h e  r e s u l t s  from the  .120" i n j e c t o r  and e s p e c i a l l y  the  .170" 
i n j e c t o r  are doubtful f o r  s eve ra l  reasons.  

i n j e c t e d  mass had been formed i n t o  d r o p l e t s  a t  t he  l o c a t i o n  a t  which t h e  

d a t a  were taken. 

t h i s  i n j e c t o r  the spray was q u i t e  dense,  hard t o  photograph and consequently 

d i f f i c u l t  t o  reduce t o  drop s i z e  d a t a .  This presented such a problem i n  

t h e  .170" i n j e c t o r  t e s t s  t h a t  t he  p re s su re  drop a c r o s s  it (and hence t h e  

j e t  v e l o c i t y  and t h e  mass flow r a t e )  had t o  be lowered t o  10 p s i  from t h e  

s tandard 50 p s i  i n  o rde r  t o  g e t  t hese  photographs. 

t hese  d i s t r i b u t i o n s  were some of t h e  lowest recorded. 

lower photographic q u a l i t y  and the  low counts t hese  .120" and .170" i n j e c t o r  

d i s t r i b u t i o n s  a re  presented with much less  confidence than t h e  o t h e r s .  

F u r t h e r ,  even if t h i s  tendency f o r  t h e  .170" i n j e c t o r  i s  assumed t o  r e a l l y  

e x i s t ,  i t  i s  not c l e a r  from t h e  p r e s e n t  d a t a  i f  t h i s  change i n  high-low 

count d i s t r i b u t i o n s  r e s u l t s  from 1) l a r g e r  i n j e c t o r  s i z e s ,  2) a spray zone 

of low-droplet ,  high-ligament d e n s i t i e s  o r  3)  a lower j e t  v e l o c i t y  ( i n  t h e  

.170" case) . 

F i r s t ,  only p a r t  of t h e  t o t a l  

Furthermore, because of t he  g r e a t  flow of l i q u i d  through 

F i n a l l y ,  t h e  counts  i n  

Thus, because of t h e  

Th i s  v a r i a t i o n  i n  d r o p l e t  populat ion d e n s i t y  w a s  i n v e s t i g a t e d  f u r t h e r  

Tests us ing  t h i s  camera were con- by t h e  s t r e a k  camera discussed ear l ier .  

ducted only on the  standard cond i t ion .  F igu re  9 shows a ve ry  prominent 
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cyclic variation in the number of droplets recorded passing the test 

section. 
the natural frequency of the chamber. 

as great as 3 to 1 in relative magnitude. 

The frequencies observed were around 100 cps or about 1/5 of 
At times this variation became 

These waves were uneffected by longitudinal acoustic waves which 

were established by the siren exhaust. 

other14 results which show a coupling between such waves and pressure oscil- 

lations. However, this other work involved oscillations of up to 30% of 

the mean pressure which is much greater than the 5% induced for this data. 

Further, the impinging jet droplet waves in this other work were attributed 

to interactions between the pressure and the fuel jets before impingment. 

Such an interaction is not possible with the design of the injectors used 

here (Figure 4 )  in which impingment occurs at the injector face. 

This appears to be in conflict with 

A precise measurement of these frequencies could not be obtained 

without rebuilding the streak camera to give longer exposures. However, 

working with a frequency of 100 cps and an average droplet velocity at this 

location of 30 ft/sec., each cycle is about 3%" long within the spray. 

Since the photographic test section is only 1/2" wide it is clear that vari- 

ations in droplet counts of 3 to 1 should be expected from the distribution 

photographs. 
This periodic irregularity is, of course, of immediate interest 

to combustion instability. The important points to note are that the fre- 

quency observed is about 1/5 of the natural acoustic longitudinal frequency 

of the chamber and that this phenomena seems to be uneffected by setting up 
such higher frequency oscillations. This clearly indicates that it is not 
a result of a resonant mechanism between the chamber acoustic properties 

and the spray. 

Consider the physical significance of waves of different number- 

size distributions on a rocket. The different distributions would be ex- 

pected to burn with different chacteristics (as discussed in Section V) so 

would probably form some cyclic combustion pattern. 

be particularly harmful when in the case where the combustion would be in 

resonance with an acoustic frequency of the chamber. Combustion-acoustic 

interaction effects are precisely what the research in combustion instabil- 

ity is attempting to discover and understand with an aim at eliminating or 

minimizing such effects. 

This would, of course, 
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Longitudinal Resonant Pressure Oscillations 

The lack of consistent changes in spray characteristics between 

steady-state and oscillating pressure tests was seen in all the drop size 

distribution results. 

160 (Figure 8) which represent steady-state and oscillating pressure con- 
ditions, respectively, and yet are nearly identical. Variations which were 

found were all attributable to the wave population density phenomena or 

data scatter. 

Strahle and Crocco15 that longitudinal mode pressure oscillations in the 

range of rocket motor noise is not sufficient to trigger linear instabil- 

ities through an injector spray characteristic coupling mechanism even un- 

This can be seen by comparing distributions 140 and 

These results would therefore substantiate the assumption made by 

I der resonant conditions. 

Longitudinal Locations 

By taking data at three points longitudinally from the injector 
under the standard operating conditions it was hoped that variations in 

droplet size distributions as the ligaments break up into droplets could be 

seen and possibly be related to the .120" and .170" injector wave results. 

No differences were found in these distributions except for the 
population density wave effects already mentioned. Presumably this lack 

of differences is due to the comparatively fast breakup of the .040" in- 

jector ligaments into droplets. While the .040" injector exhibited nearly 

immediate (within 1 /2 " )  formation of droplets, over half of the injected 

mass from the .170" injector was still in ligament form as far as 3 3 /4"  

downstream of the injector. 

of breakup data cannot be made between the ,040" and the .120" and .170" 

injectors. 

Because of this difference a direct comparison 

Furthermore, as discussed earlier (Section V I I ) ,  the data taken 
from the closer windows are rather limited in their usefulness since a 
precise definition of the sampling volume could not be made. 

Injector Pressure Drop 

A series of tests was run using a higher pressure drop in an 
otherwise standard testing condition. 

tographing the spray more difficult and ligaments were found to extend 
The greater mass flow rate made Pho- 
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I .  

further downstream than under the standard pressure drop. This extension 

of ligament locations is in agreement with other work. However, no 

significant change was found in the drop size distributions. 

7 

Chamber Pressure 

The final series of tests compared distributions at lower chamber 

pressures to the standard pressure. The results of these data showed two 

points. 

runs as far as drop size distributions are concerned. 

population phenomena appeared to have disappeared at lower pressures. 

second result was expected since the waves of droplets should approach the 

range of 2000 to 3000 cps as reported in earlier works performed at a 
pressure of one atmosphere.16 

each photograph averaging out any cyclic variations in distributions. The 
fact that a high and low count did exist (distributions 330 and 340 respec- 

tively) can be attributed to the accidental over development of the negatives 

used for the low count distribution. This appears to have "washed out" many 

of the droplets which were slightly out of focus, but still capable of being 

measured. To verify this a count (without measurements) was made of drop- 
lets in all negatives developed in each group. Those in the overdeveloped 

group averaged 57% fewer counts than in the normal development group while 
the largest underdeveloped count was 80% of the lowest normal development 

count. Furthermore, the high and low counts in each group were at worst 

in a ratio of slightly less than 3 to 2 rather than 3 to 1 as experienced 

for the wave phenomena. 

distribution curves were obtained from these two photographs. 

First, there is no difference between the lower and higher pressure 

Secondly, the droplet 

This 

Thus, several cycles should be included in 

Finally, in spite of this difference nearly identical 

Since several cycles are included in each low chamber pressure 

photograph and since the high and low chamber pressure distributions were 

similar, it is not surprising to find that the distributions show character- 

istics which are similar to the curve resulting from adding a high and a 

low count distribution together. This is seen in Figure 9 where distributions 

130 and 240 have been added together to give distribution 137 which compares 

favorably with distribution 330. 

Thus, it seems that the droplet population density waves which 

have been studied in atmospheric pressures16 are lower in frequency when 

measured under high pressures. More specifically, for an order of magnitude 
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increase in pressure there is an order of magnitude decrease in frequency. 

If this frequency-chamber pressure relationship is a continuous one, it 

may have a very definite significance for certain cases of combustion 

instability, again especially when the droplet population frequency for a 

certain chamber pressure is in resonance with the natural chamber acoustic 

frequency. 

population density variations may explain certain buzz-type 

i.e., low amplitude non-acoustic oscillations characteristically nondestruc- 
tive although often responsible for performance losses. 

Even in the case where such coupling is not present, droplet * 
phenomena, 

30 Prediction of D 

An equation for the prediction of D30 values has been derived 
11 empirically by Ingebo : 

D 
= 2 .64  D. V. + .97 D A V  

D30 J J  j 
(54.1) 

where D is the impinging jet diameter, V its velocity and A V the 

velocity difference between the background gas stream and the liquid jet. 
j j 

Because of  the side injection of the nitrogen the evaluation of 

DV is somewhat difficult for the test apparatus used. This undoubtedly 

accounts for a large part of the differences between the Ingebo predicted 

D30 30 
of distributions do agree with the Ingebo equation to indicate that the 
equation can be used to predict characteristic diameters of sprays produced 

in more dense gases than those in which the original tests were conducted. 

Notice in Table 5 ,  however, that the 4 worst agreements between the 

were for the .170" injector where ligaments predominete in the photographs. 

This suggests that the Ingebo equation can be used only in fully-developed 

sprays or, again, that the data is not too trustworthy for this injector. 

and the curve fitted D as shown in Figure 5. A sufficient number 

D30 ' 

Concluding Remarks 

All of these results are admittedly based on rather limited data 
samples. First, there were only a few distributions for each condition. 

Furthermore, each distribution was based on rather low total counts resulting 

* Frequencies for the buzz-type oscillations fall between chugging 
and acoustic type instabilities. 
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e scatter. However, this WOI.. has achieved the further 

development of the apparatus, a standardization of the data reduction 

and processing procedures and the completion of a survey of spray charac- 

teristics under various testing condition and parameters. Now that this 

has been achieved the work can be continued in an attempt to statistically 

verify these results and to obtain more qualitative information. 
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